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ABSTRACT 
Facility location is one of the most critical factors in urban 

logistics planning, and the newspaper industry is no exception. 

Given the time-sensitive nature of newspapers and their narrow 

delivery time windows, efficient distribution network planning 

becomes essential. This research addresses the micro-hub 

location problem within the context of newspaper distribution 

across the Área Metropolitana del Valle de Aburrá in Medellin, 

Colombia, by developing a novel hybrid clustering strategy. We 

compare five clustering techniques: K-means, K-medians, K-

medoids, Agglomerative Nesting (AGNES), and Density-Based 

Spatial Clustering of Applications with Noise (DBSCAN). Our 

strategy first uses AGNES (with single-linkage) to identify high-

density regions and subsequently applies K-medoids within 

these identified areas to form compact clusters. Results 

demonstrated the superiority of the hybrid clustering strategy 

over both K-means and the individual clustering techniques. 

The hybrid approach generates more cohesive clusters, as 

evidenced by superior silhouette coefficients and within-cluster 

variance. The clustering proposal allowed 90% of customers to 

be located within 1.6 kilometers of a micro-hub, improving the 

distribution of newspapers in the urban areas. 
 
Keywords: clustering methods, facility location, micro-hubs, 

newspaper distribution, urban logistics 

1. INTRODUCTION 
Population growth in urban areas has had a deep impact 

on urban freight distribution operations. The increasing 

demand for goods and services has boosted economic 

activity and the number of distribution logistics processes, 

resulting in more trips, traffic congestion, air pollution, and 

higher distribution costs (Browne et al., 2012). Additionally, 

the growing popularity of e-commerce has favored demand 

fragmentation, thus leading to smaller, customized orders 

and more complex logistics (Singh and Gupta, 2020). 

According to previous studies, delivery operations in 

urban areas are often inefficient and account for up to 28% 

of the total cost of the entire supply chain (Bergmann et al., 

2020). In addition to this, delivery operations generate 

pollutant emissions, which significantly exceed those from 

other transport activities (Katsela et al., 2022), contributing 

to the creation of additional barriers to the city's sustainable 

logistics operations (Adetiloye and Pervez, 2015). Hence, 

the need to find solutions to optimize the urban distribution 

process. In this regard, some authors have proposed solutions 

or properly locating distribution centers and grouping 

customers (Lau et al., 2010). Their goal has been to design 

and allocate a set of logistics facilities to better meet 

customer demands (Taaffe et al., 2010). Some studies have 

reported improvements in profitability, with savings ranging 

from 5% to 10% in operating costs (Goetschalckx et al., 

2002). 

Other solutions have focused on the distribution system 

design, with distribution center’s location being the most 

critical factor in logistics planning and distribution network 

control (Saragih et al., 2022). It has been proved that a proper 

location of distribution centers increases economic 

efficiency and reduces costs and environmental impacts 

while meeting customer expectations (Melkonyan et al., 

2020). Linear programming methods are often used to solve 

the facility location problem. However, despite their 

remarkable advantages in solving this type of problem, the 

larger the size of the network, the more difficult they are to 

solve. Therefore, resorting to clustering techniques can be an 

efficient and flexible alternative (Jarrah and Bard, 2012). 

Several authors have employed clustering methods to 

solve problems associated with facility location, either by 

applying constraints on cluster formation or by clusters with 

sufficient and unlimited capacity. Clustering techniques have 

been widely used to find optimal locations. They have been 

used either as a starting point to develop other models (Faezy 

Razi, 2019; Sharma et al., 2021) or as final models 

(Sahraeian and Kaveh, 2010; Varghese and Gladston, 2016; 

Wang et al., 2018). In particular, K-means is one of the most 

extensively used clustering methods, even though emerging 

algorithms or possible combinations between them could 

produce better results. 
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K-means algorithm have been used to determine the 

optimal location of distribution centers, assigning customers 

to the nearest facility, and then create appropriate delivery 

routes (Varghese and Gladston, 2016; Wang et al., 2018). 

Using the Euclidean distance, geographically neighboring 

customers are integrated into the same cluster, creating 

distinguishable spatial groups where customers belonging to 

the same cluster are close to each other and to their center, as 

well as clearly distant or differentiated from other customer 

groups. This solution is used as a preliminary stage or as an 

initial solution to the facility location and routing problem. 

However, K-means is not appropriate for identifying clusters 

with nonconvex shapes and varied sizes. Additionally, as K-

means uses the mean value as the centroid, it makes its 

solution too sensitive to outliers (Han et al., 2022). In spatial 

distribution, it could be very common to find some customers 

far away from the main areas of high customer density. This 

small group of customer-outliers would cause the centroid to 

move from the high-density area to a less optimal point, 

implying a larger trip to serve the area with the main 

concentration of customers. While a limited number of 

authors have explored alternative clustering methods, such 

as those conducted by Esnaf and Küçükdeniz (2009) and 

Sharma et al. (2017), their application remains somewhat 

constrained. Notably, we are not aware of any thorough 

assessment of hybrid strategies that make use of each 

clustering technique's advantages in the context of facility 

location in urban logistics. 

This study aims to solve the problem of locating micro-

hubs in the newspaper distribution industry, using various 

clustering algorithms. In this industry, planning and 

distribution activities are closely related. Since newspapers, 

as perishable products, must be distributed immediately once 

the news comes to inform customers as soon as possible 

(Boonkleaw et al., 2009), production and delivery operations 

take place within very tight time windows, and their planning 

must consider geographic constraints and delivery deadlines 

(Cunha et al., 2021). Driven by this need, we propose a 

solution that allows to determine the number and location of 

the micro-hubs, as well as the customers that must be 

assigned to each of them. Through the generation of compact 

clusters, we reduce the total distance traveled in the 

newspaper’s distribution from the micro-hubs. The 

contribution of this study to the existing literature is that it 

addresses the problem of locating micro-hubs (as an 

intermediate facility distribution logistics) using a 

combination of different clustering algorithms. Besides K-

means, we explore other clustering methods such as K-

medians, K-medoids, Agglomerative Nesting (AGNES), and 

Density-Based Spatial Clustering of Applications with Noise 

(DBSCAN), which encompass partitioning, hierarchical, and 

density-based models, thus covering a broad spectrum of 

clustering alternatives. To validate the quality of the 

resulting clustering and determine the number of clusters, we 

use within-cluster variance and the silhouette coefficient. In 

addition, we propose a hybrid clustering strategy that 

exploits the strengths of each clustering technique involved.  

The rest of this paper is organized as follows. Section 2 

reviews the literature in the field. Section 3 describes the 

problem of joint newspaper distribution. Section 4 presents 

the strategy proposed in this study. Section 5 discusses the 

results. Finally, Section 6 concludes and recommends future 

lines of work. 

2. LITERATURE REVIEW 
Data clustering, as an unsupervised learning process, is 

often used as a preliminary step for data analysis or the 

structuring of other macro processes. It is employed to solve 

problems associated with facility location, route scheduling, 

and other configurations in the supply chain. Clustering 

methods have also been used as final models in the solution 

of the facility location problem. For instance, Varghese and 

Gladston (2016) applied the K-means algorithm to determine 

the optimal location of distribution centers in the United 

States and used the Euclidean distance as a function. Wang 

et al. (2018) developed a clustering-based approach to find 

the optimal locations for distribution centers in a set of 

potential facilities, allocate customers to the nearest facility, 

and design appropriate delivery routes. In their study, the 

authors segmented customers using the proximity coefficient 

and product preferences and employed the K-means method 

for customer clustering. Since their main challenge was to 

define the number of clusters (k), they used the silhouette 

coefficient to measure the performance of each possible 

value of k. Sabarish and Vidhya (2019) analyzed the location 

of schools, hospitals, and police stations in a delimited 

geographical region (Coimbatore city). For such purpose, 

they proposed an algorithm that used a dominating set and 

K-means to choose the facility and its corresponding cluster 

in the region. They validated each cluster using a series of 

metrics, including the Davies–Bouldin Index (DBI) and 

Dunn’s index. 

Clustering methods have also been used as a 

preliminary stage or as an initial solution to the facility 

location and routing problem. Oudouar et al. (2019) first 

determined the optimal location of customers using K-means 

and then planned routes from selected depots to a set of 

customers using Clarke and Wright’s savings algorithm. In 

the same way, Santoso et al. (2021) applied center-based 

clustering as an initial stage, following which they 

formulated and solved individual vehicle routing problems 

for each resulting cluster. Sharma et al. (2017) proposed a 

hybrid approach that combines clustering and Mixed Integer 

Linear Programming (MILP). Their proposed method 

consists of two stages: the first stage uses K-means, and the 

second stage employs a MILP technique for each cluster to 

find the facility that produces the maximum profit. The 

results of their analysis show that, due to clustering, the 

average distance between the facility and the customer 

decreases significantly. Brimberg and Drezner (2019) used 

clustering to partition demand into a given number of subsets 

or groups that can be treated as smaller, independent 

subproblems. After clustering, the authors employed 

dynamic programming to determine the location of 

customers at each facility. Their proposed model assumes 

that each cluster has at least one facility exclusively assigned 

to it. Moreover, de Gusmão et al. (2020) developed a facility 

location model based on two methods: the first one uses K-

means to find potential locations, and the second one 

employs the Maximum Covering Location Problem to select 

optimal locations. The authors used the model to determine 

the optimal placement of police stations in a Brazilian city 

based on crime occurrence. Faezy Razi (2019) clustered the 

maintenance stations of an oil refinery using K-means. In 

addition, the optimal number of clusters was calculated using 
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the silhouette coefficient, and the efficiency of each group of 

stations was estimated using Data Envelopment Analysis. 

The K-means algorithm has been one of the most 

widely used clustering methods although it has undergone 

some modifications. Geetha et. al. (2009) added priority to 

the K-means algorithm as a measure for assigning customers 

to clusters. In their proposed approach, customers are 

assigned to the nearest cluster based on maximum demand 

and minimum distance. Hence, the customer with higher 

demand is assigned to the cluster first, and that with lower 

demand can be easily assigned to other clusters. Sahraeian 

and Kaveh (2010) developed a hybrid method that combines 

K-means and the Fixed Neighborhood Search (FNS) 

algorithm to solve a variant of the facility location problem 

known as the capacitated P-median problem. In this 

proposed hybrid method, since FNS is a local search 

algorithm, and it cannot provide an initial solution, the K-

means algorithm is used for this task, and then, the FNS 

algorithm improves the quality of the obtained solutions. 

According to the author, the advantages of the proposed 

method are that it (i) omits unsuitable candidate sites, (ii) 

reduces the number of solutions, and (iii) avoids re-

evaluating repeated solutions, which results in lower 

computational costs. Liao and Guo (2008) designed a 

clustering-based approach to solve a special version of the 

Capacitated Facility Location Problem and tested it in 

several scenarios. Their study evaluated performance using 

the average distance from site locations to their assigned 

facilities. The results of their experiments show that the 

proposed clustering-based approach can lead to near-optimal 

configurations of facility locations with fast convergences, 

regardless of whether the capacity of the facilities is 

sufficient or insufficient to cover the total demands. Sutanto 

et al. (2018) used the K-means algorithm to allocate 

customers to their designated facilities. In their proposed 

method, if a facility serves more customers than its capacity, 

reallocation takes place, which is done based on the average 

distance between customers and the available facilities. To 

evaluate the quality of the resulting clustering, the authors 

considered three aspects: connectedness, compactness, and 

spatial separation. 

Although in a minor proportion, some studies have 

employed clustering methods other than K-means. For 

example, Sharma et al. (2021) proposed an optimization 

model in which facilities do not fulfill their service based on 

a radius. Instead, their proposed model considers a possible 

scenario in which topographic barriers must be handled. 

Their model consists of two stages: in the first stage, 

DBSCAN is used as the clustering algorithm, and, in the 

second stage, affinity propagation is employed to find the 

best location for a given facility. The overall goal was to 

reduce the connection distance between two points. 

Moreover, the model was validated on synthetic datasets of 

various sizes. Esnaf and Küçükdeniz (2009) developed a 

multi-facility location method aimed at minimizing 

distribution costs. Customers were first clustered using the 

fuzzy c-means algorithm. Each cluster was treated as an 

independent problem and solved using the center of gravity 

algorithm to locate the facilities. In a later work, Esnaf and 

Küçükdeniz (2013) presented a weighted fuzzy c-means 

algorithm for locating multiple facilities. Their proposed 

algorithm provides accurate solutions, eliminating the need 

to use a single-facility location method after clustering. It 

was tested on various datasets and compared to other 

methods (fuzzy c-means, center of gravity, and particle 

swarm optimization).  

Table 1 shows different studies that employ clustering 

techniques to determine the location of facilities in different 

decision environments. Such studies were classified 

according to the method used by the author(s), the 

constraints, the objective function, and the environments in 

which the algorithms were tested. 

 

 
Table 1 Classification of studies that use clustering techniques to determine the location of facilities

Author(s) 
Type of 
decision 

Method Constraints 
Objective 
function 

Testing 
environment 

  

L
o

ca
ti

o
n

 

L
o

ca
ti

o
n

 -
 

as
si

g
n

m
en

t 

C
lu

st
er

 

te
ch

n
iq

u
es

 

O
th

er
 

te
ch

n
iq

u
es

 

N
o

 c
ap

ac
it

y 

C
ap

ac
it

y 

C
o

ve
ra

g
e 

O
th

er
s 

C
o

st
s 

C
o

ve
ra

g
e 

R
ea

l c
as

e 

T
es

t 

in
st

an
ce

s 

Gülbay et al. (2021) x  K-means 
Integer Linear 
Programming 

 x  x x  x  

Duong et al. (2021)  x 
Fuzzy c-means 
K-means 

  
 
x 

 x x  x  

Rabbani et al. (2021)  x K-means 
Genetic 
Algorithms 

 x   x   x 

Sharma et al. (2021) x  DBSCAN 
Density affinity 
propagation 

  x  x   x 

Hidayat et al. (2020) x  K-means   x   x  x  

Gülbay et al. (2021) x  K-means 
Integer Linear 
Programming 

 x  x x  x  

Duong et al. (2021)  x 
Fuzzy c-means 
K-means 

  x  x x  x  

Rabbani et al. (2021)  x K-means 
Genetic 
Algorithms 

 x   x   x 



              Alvarez-Uribe, Gañan-Cardenas, Perez-Montoya: Hybrid Clustering Strategy for Micro-hubs Location in Newspaper Distribution 

476                                                                                                        Operations and Supply Chain Management 16(4) pp. 473 - 487© 2023 

 

Table 1 Classification of studies that use clustering techniques to determine the location of facilities (Con’t) 

 
The literature on logistics in the newspaper industry has 
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location of the distribution centers. Their proposed approach 

yielded a 28% reduction in distribution costs.  

In order to contribute to the existing literature in the 

field, this study presents a hybrid strategy based on clustering 

techniques to solve the problem of locating facilities without 

capacity constraints. For such purpose, different clustering 

techniques are compared and the goal to reduce the total 

travel distance in the distribution of newspapers in the Area 

Metropolitana del Valle de Aburrá in Medellín, Colombia. 

Importantly, besides proposing an approach for the location 

of micro-hubs in the newspaper industry, we also contribute 

by addressing a problem with real data while considering 

several practical and complex aspects when it comes to the 

search for related information. 

3.  PROBLEM DESCRIPTION  
In Colombia, there are around 80 newspaper and 

magazine publishers and other information media companies 

that are part of the Asociación de Medios de Información 

(AMI by its Spanish acronym). According to a report by 

Dinero magazine, some of the country’s most representative 

information media have experienced a sustained drop in their 

net profits (Garzón, 2019). The newspaper industry in 

Colombia derives 68% of its revenues from advertising, 27% 

from circulation, and the remaining 9% from services 

provided to third parties. Nevertheless, according to data 

from the Asociación Nacional de Medios de Comunicación 

(Asomedios by its Spanish acronym), advertising revenue 

amounted to COP 4.2 trillion in 2012 and decreased to COP 

1.8 trillion in 2018. In addition to this, newsrooms have been 

reduced by 40% over the last five years due to low 

profitability margins. From 2011 to 2016, the number of 

employees decreased by 40%. In 2017, however, there was a 

slight stabilization, causing a 5.5% increase in employability 

in 2018 (Zambrano, 2020). 

Although digital news distribution has had an important 

growth in Colombia, people prefer traditional media to be 

informed. In the case of newspapers, 73% of Colombians 

prefer to read the print edition even though digital versions 

are often free and easy to access (González, 2016). This is 

consistent with the results obtained in a 10-country study 

conducted by Two Sides (an international organization 

dedicated to promoting the responsible production, use, and 

recovery of paper and prints worldwide), which reported that 

consumers prefer to read the print version of books (72%), 

magazines (72%), and newspapers/news (55%) over digital 

alternatives (Two sides, 2019). 

For several years, the regional press in Colombia has 

been experiencing an advertising crisis in traditional print 

media. This situation has been exacerbated by the COVID-

19 pandemic, which has led to a 40% to 80% decline in 

advertising (according to estimates from the AMI) and has 

made it impossible to distribute newspapers door-to-door 

(Vita, 2020). The pandemic has indeed changed 

consumption habits, as consumers currently prefer to read 

the news digitally to avoid interaction with delivery 

personnel. This has aggravated the crisis and directly 

impacted newspaper consumption production, as production 

and distribution personnel must comply with the stringent 

confinement measures. Given the unfavorable forecasts of 

the print press and after the disastrous wave of the COVID-

19 pandemic, the national press continues to keep high 

demand margins for paid and free subscribers (Franco, 

2022). 

As indicated in the studies by Chiang et al. (2009) and 

Wang et al. (2021), daily newspaper distribution is 

performed by combining truck and motorcycle routes that 

start at a single distribution center located at the production 

facility. Each delivery node must be served before the 4:00 

a.m. delivery deadline to allow individual carrier 

(motorcycles) routes to complete their deliveries before the 

6:00 a.m. delivery deadline. Newspapers are then transferred 

from the distribution center to an informal transit point – 

micro-hubs  (a service station or a store’s parking lot), where 

a cross-docking operation takes place. In this operation, 

which was studied by Cunha et al. (2021), distribution 

centers are usually located in public spaces; therefore, no 

fixed facility and location costs are incurred.  

In distribution logistics, transportation costs are one of 

the main sources of total facility operating expenses and are 

directly affected by distance (Sitek et al., 2021). Hence, the 

efficiency of the distribution network can be improved by 

reducing the distance between customers (Wang et al., 

2015). As demonstrated by the existing literature in the field, 

customer clustering is a viable strategy for optimizing the 

configuration of logistics networks (Wang, Zhang, et al., 

2018). In this study, we consider a medium-sized newspaper 

that circulates in Medellín city and parts of the department of 

Antioquia in Colombia with the purpose to seek the location 

of micro-hubs and thus reduce the distance between 

distribution points and potential customers. 

Inspired by previous studies, particularly that of Cunha 

et al. (2021) and Wang et al. (2015) for this specific 

application, we highlight the following characteristics of the 

problem of locating micro-hubs: 

- Informal transshipment points are assumed to have 

no capacity constraints and can, therefore, meet all 

the demand allocated to them. 

- Since micro-hubs are typically located in public 

spaces (e.g., a public area used for free parking or a 

service station), no costs are incurred for their use, 

and they can be easily relocated. 

- Micro-hubs can be located at any continuous point 

on the city map. 

- Demand is deterministic. 

- Each demand point has a fixed location, while hub 

locations can be rearranged to reduce travel 

distance. 

- Cost is defined as the average distance between 

each demand point and its designated facility. 

- The total capacity of the facilities is assumed to be 

the same and high enough to meet all demands. 

4. METHODOLOGY 
Unsupervised machine learning methods have 

demonstrated their ability to identify underlying clusters in 

data. The strategy we propose here is to use clustering 

techniques to find groups of customers that are spatially 

close to each other but distant from the other groups. In this 

way, we expect to determine the number and location of 

micro-hubs whose position reduces the distance to the final 

customer. The number and location of the micro-hubs are 

determined based on the validation properties of the clusters, 

such as compactness and spatial separation. In addition, as 
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mentioned above, in this study, micro-hubs do not have large 

physical requirements and their costs are low. Therefore, we 

do not define restrictions on the number of locations, letting 

them be defined only from the cluster properties. Figure 1 

describes the steps followed to compare the different 

clustering techniques used here and determine the location of 

the micro-hubs. The proposed strategy begins with data 

preparation, followed by the selection of clustering methods 

and metrics for cluster validation and comparison. Then, 

based on the obtained results, the most appropriate model(s) 

for the intended purpose is selected, or multi-stage or hybrid 

techniques are evaluated.  

 

 
Figure 1 Proposed clustering strategy 

 

4.1  Data Preprocessing 
Historical data on customers’ geographic locations 

were collected. For our research and due to the limited 

availability of data, we only considered the newspaper 

distribution network in Medellín and its neighboring 

suburban areas. As a result, we obtained a total of 24,395 

records (customers). To optimize the geolocation process, 

we verified the uniqueness of customer addresses and found 

that multiple customers could have the same address 

(without including their additional information) because they 

resided in buildings. Thus, by considering unique addresses, 

we obtained a total of 14,080 records. These unique 

addresses were standardized and geolocated using the 

Google Maps API to obtain their geographic coordinates 

(latitude and longitude). We were able to geolocate 92% of 

the records, which resulted in a database containing 12,954 

complete records. Figure 2 shows the geographic 

distribution of the customer population. Importantly, just the 

latitude and longitude variables of each customer will be 

used for the proposed location exercise.  

 

 
Figure 2 Geographic distribution of the customer population 

 

4.2 Clustering Methods 
In this study, we employed five clustering methods (K-

means, K-medians, K-medoids, AGNES, and DBSCAN), 

which encompass partitioning, hierarchical, and density-

based models, thus covering a broad spectrum of clustering 

alternatives. As shown below, each method has advantages 

and disadvantages in terms of clustering. Therefore, besides 

comparing them, we combined some of them to make up for 

their drawbacks. The methods under analysis consider 

exclusive allocation, i.e., when a customer is assigned to a 

cluster, it will be served exclusively by such micro-hub and 

will not belong to any other or multiple facilities. 

K-means: It is a partitioning method and one of the 

most widely used clustering algorithms (Han et al., 2022; 

Manoharan et al., 2016). It is characterized by its simplicity 

and speed (Celebi et al., 2013) and seeks to minimize the 
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sum of the squared Euclidean distances between the objects 

in a cluster and their centroid, which corresponds to the mean 

value of the objects in the cluster. Simplicity, efficiency, and 

stability are some of its main features; however, it requires 

the number of clusters to be specified in advance (although 

this may not be a disadvantage if the number of facilities has 

been previously defined). It is not appropriate for identifying 

clusters with nonconvex shapes and of varied sizes (Han et 

al., 2022). As it uses the mean value as the centroid, it is 

sensitive to outliers. Also, it may be highly sensitive to the 

initial choice of cluster centers, which may lead to unstable 

results (Cardot et al., 2012). 

K-medians: It is a variant of the K-means method. It 

uses the median, instead of the mean, as the centroid of a 

cluster, as well as the Manhattan distance (also known as the 

taxicab metric). Contrary to K-means, which uses the 

squared differences between a point and its centroid, K-

medians consider their absolute difference. These 

characteristics make K-medians more resistant to outliers 

although it shares the disadvantages of partitioning methods 

(Cardot et al., 2012). 

K-medoids: It is also a partitioning method and another 

variant of the K-means algorithm. In this method, the 

centroid of each cluster is an object from the current dataset. 

This object is known as the medoid, and it is a representative 

object of a given cluster. The remaining objects are assigned 

to the most similar medoid. This similarity is determined by 

the absolute difference between each object and its 

corresponding medoid (Han et al., 2022). The most popular 

example of this method is the Partition Around Medoids 

(PAM) algorithm, which is effective on small datasets but 

inefficient on large datasets (Jinyin et al., 2017). Like K-

medians and while maintaining the other characteristics of 

K-means, K-medoids have the advantage of being resistant 

to outliers and can be used with other dissimilarity measures 

(Maechler et al., 2018). 

AGNES (Agglomerative Nesting): It is an 

agglomerative hierarchical method (Maechler et al., 2015), 

in which each observation forms its cluster first, and then 

pairs of clusters are merged until all the observations are part 

of the same cluster (Boongoen and Iam-On, 2018). A 

particular feature of this way of forming new clusters is that 

if two clusters are merged at a given level, they are already 

hierarchically grouped in the rest of the levels. The number 

of clusters is obtained by cutting the final tree structure 

(dendrogram) where the tree levels are highly dissimilar. In 

this study, we used AGNES along with the single-linkage 

criterion (nearest neighbor) and the Euclidean distance, 

which allows for the formation of clusters under the density-

based approach (Handl et al., 2005). Besides not requiring 

the number of clusters to be defined in advance, this method 

has the advantage of finding individuals with high local 

proximity and clusters of various sizes. This characteristic, 

however, makes it sensitive to noise at higher levels in the 

hierarchy (Han et al., 2022). 

DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise): The DBSCAN algorithm is used 

to identify non-spherical-shaped clusters or clusters of 

arbitrary shapes. It looks for regions with a high 

concentration of points and separated by low-density or 

scattered areas (Han et al., 2022). It requires two user-

defined parameters: (i) a radius (ε), which determines the 

neighborhood around a point (o_i), and (ii) minPoints, which 

defines the minimum number of points within the 

neighborhood of o_i for it to be considered a core or high-

density point (Han et al., 2022; Tran et al., 2013). The cluster 

of points within the neighborhood is expanded by checking 

all new points and verifying if they also have more minPoints 

at epsilon, extending the cluster recursively if so (Dudik et 

al., 2015). Hence, all the points that are part of the same 

cluster are densely connected (Kumar & Reddy, 2016). 

 

4.3 Performance Metrics 
To evaluate the quality of the clustering results, a 

cluster validation strategy that considers the various methods 

employed here must be defined. Clusters can be validated 

intrinsically or extrinsically (Han et al., 2022). Extrinsic 

cluster validation is considered a supervised process in which 

the cluster to which the object belongs is known in advance. 

In intrinsic cluster validation, such information is not 

available, and the validation depends on the resulting 

clustering and the underlying information of the dataset. In 

this study, since there is no prior labeling of each observation 

and because this would not be either the case in a typical 

location process, we used intrinsic cluster validation 

methods.  

According to the classification made by (Handl et al., 

2005), cluster validation methods are closely related to the 

objectives of each clustering method; hence, they can be 

classified considering the following three aspects: 

compactness, connectedness, and spatial separation. 

Compactness-based methods use within-cluster variance to 

assess homogeneity between points from the same cluster. 

Connectedness-based methods evaluate how well the formed 

cluster adheres to the idea that a point must be matched with 

its nearest neighborhood. Spatial separation-based methods 

employ within-cluster variance to assess how differentiated 

or separated clusters are.  

Cohesion between objects in the same cluster and 

distinctive separation between clusters are two desirable 

characteristics of any clustering result. To measure the 

performance of all the clustering methods employed in this 

study, we used two internal evaluation metrics: the silhouette 

coefficient (Sutanto et al., 2018) and intra-cluster variance. 

Importantly, since each method is designed to produce better 

results on either of the two fronts, the best method will be the 

one with a greater balance (between the two metrics) in 

solving the location problem. 

The silhouette coefficient: It has the advantage of 

simultaneously measuring compactness and spatial 

separation. Equation (1) shows how this coefficient is 

calculated. In the equation, a(i) is the average distance 

between an observation (i) and the other observations in the 

same cluster, and b(i) denotes the average distance between 

an observation (i) and the observations in the nearest cluster 

to which it does not belong (Rousseeuw, 1987). The 

silhouette coefficient can take a value between -1 and 1. A 

value close to 1 indicates that the observation is closer to the 

observations of its own cluster than to those that do not 

belong to it, which means that it is in the right cluster. 

 

𝑆(𝑖) =
{𝑏(𝑖)−𝑎(𝑖)}

𝑚𝑎𝑥{𝑎(𝑖)−𝑏(𝑖)}
                                                    (1) 
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Total within-cluster variance: Also known as within-

cluster sum of squares, it is a measure of cluster 

compactness. It is calculated using Equation (2), where C is 

the number of clusters; n_k, is the number of elements in 

cluster k, and μ_k, is the cluster’s centroid. First, the 

Euclidean distance from each element in a cluster to its 

centroid is computed, and then these values are totaled for 

each cluster. A cluster with a small within-cluster variance 

value is considered more compact than a cluster with a large 

value. 

 

𝑊𝑖𝑡ℎ𝑖𝑛 − 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = ∑ ∑ (𝑥𝑖 − 𝜇𝑘)2𝑛𝑘
𝑖∈k

𝐶
𝑘=1      (2) 

 

4.4 Determination of The Number of Clusters 
For K-means, K-medians, and K-medoids, which use 

the number of clusters as an input parameter, an iterative 

process must be previously performed, in which the number 

of clusters is changed from 2 to 30, and the silhouette 

coefficient and intra-cluster variance are calculated at each 

iteration. This process yields the cluster number 

configurations that will be used to compare the methods. For 

hierarchical methods, the number of clusters is defined by 

inspecting the dendrogram to identify the level in the 

hierarchy with a significant increase in the similarity 

measure between the grouped levels. 

In cluster analysis, the elbow method is a technique 

used to analyze and test consistency and designed to help 

determine the appropriate number of clusters in a dataset. It 

consists in testing a range of values of a given parameter, 

graphically representing the results obtained with each value, 

and identifying the point on the curve where the 

improvement is no longer significant (the likelihood 

principle) (Yuan and Yang, 2019). This method calculates 

total within-cluster variance based on the number of clusters. 

It chooses, as optimal, the value that enables it to add more 

clusters as soon as it produces a minimum improvement. In 

the case of the silhouette coefficient, the points where this 

coefficient achieves the best performance are identified. The 

best cluster number configuration for all the methods is thus 

the point where the best balance between the two metrics is 

struck. 

5. RESULTS 
5.1 Comparison of The Individual Clustering 

Methods 
5.1.1 Determination of The Number of Clusters 

To define the number of clusters (k) for K-means, K-

medians, and K-medoids, we plotted the estimated silhouette 

coefficient and intra-cluster variance for each value of k 

(from 2 to 30), as shown in Figure 3. Regarding the 

silhouette coefficient (Figure 3a), the highest performance 

peaks are observed when k=2, k=4, and k=9 in most 

methods. As for intra-cluster variance (Figure 3b), an 

inflection point is observed when k=9, and we may consider 

another one when k=26. After finding a balance between the 

results of the two metrics, 4 and 9 were chosen as the values 

of k with the best performance in both metrics.  

Figure 4 presents the resulting dendrogram of the 

hierarchical clustering algorithm used in this study (AGNES 

with single-linkage). From it, we may conclude that the most 

suitable number of clusters is obtained by cutting it at an 

approximate height of 0.02, which results in 4 clusters. In the 

case of DBSCAN, which does not require a predefined 

number of clusters, the algorithm predicted 4 clusters as the 

optimal value. 

 

 

 
Figure 3 Evaluation of K-means, K-medians, and K-medoids at different cluster number configurations (From K= 2 to K=30)  
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Figure 4 Results of the hierarchical clustering method (AGNES with single-linkage) 

 

5.1.2 Cluster Comparison 

Table 2 shows the estimated performance metrics of 

the different clustering methods compared in this study for 

k=4 and k=9. As observed, DBSCAN is the only method 

with no results for k=9 because its very design does not allow 

its performance to be evaluated in several clusters other than 

the predicted one (k=4, in this case). As for AGNES (the 

hierarchical method), which enables users to define the 

number of clusters based on their criteria, we also measured 

its performance for k=9 for consistency purposes. 

 
Table 2 Performance of the clustering algorithms 

Method 

Average silhouette 
coefficient 

Total within-
cluster variance  

K=4 K=9 K=4 K=9 

K-means 0.4624 0.3572 3.72 1.775 

K-medoids 0.4606 0.3865 3.738 1.725 

K-medians 0.45 0.3546 3.77 1.765 

AGNES 0.76 0.379 17.9 17.85 

DBSCAN 0.2198 - 17.85 - 

 

According to the information in Table 2, AGNES 

obtained the best silhouette coefficient with k=4. The best 

within-cluster variance values, however, were obtained by 

the partitioning methods with k=9, with K-medoids showing 

the best performance but no significant differences from the 

other methods. AGNES (with single-linkage) and DBSCAN 

produced the worst results in terms of within-cluster 

variance, which is not surprising given that these methods 

are not designed to form compact clusters.  

Figure 5 presents the spatial distribution of the clusters 

formed by the partitioning methods for k=4. As observed, the 

clusters appear to be similar in size in the region with a high 

concentration of points and to be altered by the inclusion of 

outliers lying beyond the boundary formed by the mass of 

points. Figure 6 shows the spatial distribution of the clusters 

formed by AGNES (with single-linkage) and DBSCAN for 

k=4. As can be seen, both methods generated a huge cluster 

that groups together all the points of the central region that 

comprise the main mass of points. The other clusters (in both 

methods) correspond to outliers from the north and south that 

move away from the high-density region. This result is 

consistent with the characteristics of both methods, which 

struggle to identify clusters when the groups are not 

separated by a significant distance and thus end up grouping 

all the points into the same cluster.  This scenario would not 

be a feasible or practical solution for our case study because 

all customers in the Área Metropolitana del Valle de Aburrá 

would be served from a single distribution center. 
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Figure 5 Distribution of the clusters formed by the partitioning algorithms 

 

Figure 6 Distribution of the clusters formed by the DBSCAN and AGNES algorithms 

 

5.2 Hybrid Clustering Strategy 
According to the results presented, no method alone 

was able to produce satisfactory results in the two-

performance metrics used in this study. In some methods, the 

resulting clustering can be affected by outliers lying too far 

from the main area of the scope of the cluster; in the other 

methods, all the points are assigned to the same cluster due 

to their high density, and outliers are assigned to independent 

clusters. We propose a hybrid clustering strategy (see Figure 

7) that exploits the advantages of density-based and 

partitioning methods. In this proposed strategy, (i) the single-

linkage method is first used to identify scattered areas and 

high-density ones, and then (ii) K-medoids is used to cluster 

high-density regions once the optimal number of clusters has 

been determined. 

 
Figure 7 Proposed hybrid two-stage clustering 

 

Table 3 shows the results of the proposed hybrid 

model. First, according to the results in Table 2, AGNES 

obtained the best silhouette with a configuration of k=4 

clusters (Figure 6-AGNES): A high-density cluster (Cluster 

#3), two scattered clusters (Clusters #2 and #4), and one 

outlier (Cluster #1). Then, once Cluster #3 was identified as 

the high-density cluster, K-medoids was used over this area, 

resulting in an optimal partition of 9 clusters (k=9). In 

addition, as a business rule, a service center must have a 

minimum of 30 customers to be served. Thus, among the 

dispersed and atypical clusters, only one met this condition; 
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hence, it remained as an independent cluster, while the others 

were reassigned to the nearest cluster, resulting in a total 

number of 10 clusters. As expected, this affected the 

compactness of the receiving cluster as shown in Table 3.  

For comparison purposes, the other partitioning 

methods were also evaluated individually for k=10. The 

results showed that the proposed model outperformed the 

other techniques, as it obtained the highest silhouette 

coefficient (0.3874) and one of the lowest intra-cluster 

variance values (1.614). Therefore, we may say that more 

compact and connected clusters were obtained using the 

approach proposed in this study, whose superiority is based 

on its ability to produce compact classes and isolate scattered 

sets of customers. Figure 8 illustrates the final spatial 

distribution of the ten clusters, which, for our case study, will 

result in 10 micro-hubs that will meet the total demand. 

 
Table 3 Performance of the proposed hybrid model and its 
comparison with the other partitioning methods for k=10 

Metric 
Silhouette 
coefficient 

Within-cluster variance 

k=10 

Hybrid 
method 

0.3874 1.614 

K-means 0.3636 1.6337 

K-
medoids 

0.3678 1.5815 

K-
medians 

0.3671 1.6495 

 

 
Figure 8 Spatial distribution of the clusters formed by the 

proposed hybrid clustering 

 

To validate the quality of the clusters obtained with the 

proposed method, the distances between customers’ 

locations and the centroid of the cluster to which they are 

assigned were analyzed using the haversine formula 

(Sinnott, 1984). For better visualization and analysis, Figure 

9 presents the frequency histogram of the distances in 

kilometers. The average distance in all the clusters is 

approximately 861 meters (i.e., less than 1 kilometer), which 

means that customers are, on average, less than nine blocks 

from their distribution center (the centroid). In logistics 

terms, this distance can be quickly travelled by the vehicles 

delivering the product at their average speed. Only Cluster 1 

presented a high intra-cluster variance because it received 

more scattered points. Also, 90% of the observations were at 

a maximum distance of 1600 meters from their 

corresponding centroid, and only 5% were at a distance 

between 2200 and 9300 meters approximately. This 5% of 

observations were mostly grouped in Cluster 1 and, to a 

lesser extent, in Cluster 10. 

 

 
Figure 9 Histogram of the distances between customers’ locations and the micro-hubs obtained with the proposed hybrid strategy 
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6.  CONCLUSIONS 

In this study, we presented a clustering-based approach 

to determine the number and location of newspaper micro-

hubs using a real dataset containing the spatial location of 

customers. We considered, as a case study, the distribution 

of printed newspapers, which, according to our literature 

review, has been little studied using the clustering methods 

we employed here. Although different clustering techniques 

have been employed as a starting point to develop other 

models or as final models in the facility location problem, K-

means has been the most widely used without sufficient 

justification. To select the best clustering results, we 

compared three partitioning methods (K-means, K-medians, 

K-medoids), a hierarchical method (AGNES), and a density-

based method (DBSCAN). According to our results, we 

found that K-means is not properly the best-performing 

clustering method. The method failed to create a connected 

neighborhood and can be greatly affected by the presence of 

outliers. In general, it can be said that none of the clustering 

methods managed to simultaneously produce clusters with 

compact and connected points. 

According to our findings, AGNES (with single-

linkage), which is mostly a density-based method, provided 

the best silhouette coefficient. However, it had a poor 

performance in terms of cluster compactness. For their part, 

the three partitioning methods, especially K-medoids, 

produced the best results in terms of compactness, but their 

performance was hampered by outliers or widely scattered 

regions. In general, these results are consistent with the 

performance expected from each clustering technique. For 

instance, the density-based method identified outliers, as 

well as scattered and distant regions, but grouped the entire 

high-density area into a single cluster. The partitioning 

methods, on the contrary, created a uniform and convex-

shaped clusters but included points from scattered areas lying 

far from the main mass of points. Therefore, considering that 

no method alone provided a satisfactory solution, we 

proposed a hybrid clustering model to solve the facility 

location problem. This proposed hybrid model combines the 

qualities of density-based and partitioning methods and 

consists of two stages. The first stage uses the AGNES (with 

single-linkage) algorithm, and the second stage employs the 

K-medoids algorithm to cluster high-density regions.  

When validating the quality of the clusters, the 

proposed hybrid method was found to outperform each 

clustering method. It managed to create more compact 

clusters, with 90% of customers being within 1.6 kilometers 

from the centroid. This centroid corresponds to the proposed 

location for the micro-hubs, which would minimize the 

travel distance between customers and their distribution 

center. The solution provided by our proposed method would 

result in 10 micro-hubs throughout the Área Metropolitana 

del Valle de Aburrá, which is 1,157 km2 in size. As a result, 

the distribution network could be better managed, and future 

improvements could be implemented, considering that the 

product must be distributed in a short time window in the 

morning for it to arrive at the customers’ location on time.  

Compared to existing studies into facility location for 

newspaper distribution, the benefits of our proposed 

approach can be reformulated to simultaneously solve 

facility location and demand allocation problems. 

Importantly, the proposed approach has limitations and 

provides opportunities for further research. Future studies, 

for instance, could focus on analyzing the time-space 

distribution of customers, considering their dynamic 

behavior, as well as predicting their future spatial 

distribution to make the facility location process proactive 

rather than reactive. The methodology outlined in the context 

of this study exhibits the capacity for expansion and 

application across a variety of product distribution scenarios. 

Furthermore, its versatility extends to the incorporation of 

variables like customer purchase frequency and service 

reliability levels, while also accounting for the uncertainty 

associated with delivery fleet travel time. 

Given the anticipated reduction in print newspaper 

readership attributable to the growing prevalence of digital 

media, it becomes imperative to examine alternative 

strategies for mitigating distribution expenses within 

forthcoming distribution models. One viable approach may 

involve the integration of consolidation and delivery 

schemes, such as the promotion of mobile depots, facilitating 

the customer assignment and vehicle fleet synchronization. 

Additionally, the exploration of collaborative delivery 

schemes, including crowdsourcing and Mobility as a Service 

(MaaS), has the potential to yield cost-saving benefits. 
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