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ABSTRACT  
This paper presents a variant of the basic vehicle routing problem (VRP) called the multi-trip vehicle routing problem with backhauls and time windows (MTVRPBTW). Two objectives are considered: minimizing the number of vehicles and minimizing the total tour duration time. These two objectives are handled into a single objective by defining a weighted sum. A mixed integer linear programming (MILP) model is formulated to represent the MTVRPBTW. Variable neighborhood descent (VND) is proposed to solve the MTVRPBTW. In this paper, two schemes of VND is proposed depending on the order of neighborhood structures applied.
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1. INTRODUCTION

The basic vehicle routing problem (VRP) first studied by Dantzig & Ramser (1959) deals with a system consisting delivery or pickup services only, not both. In the delivery service, every customer requires a demand of a particular commodity to be delivered from the depot. In other hand, the pickup service addresses a situation in which every customer in the system has a demand to be picked up and brought to the depot. A customer requiring a commodity delivery called linehaul customer, while a customer requesting a commodity pickup is called backhaul customer. There are three common schemes to handle the VRP with linehaul and backhaul customers as mentioned by Reimann & Ulrich (2006).

The first scheme is to create routes separately for linehaul and backhaul customers. Every route consists of entirely linehaul or backhaul customers. Some vehicles are designated to linehaul customers and others to backhaul customers. Therefore, the first scheme actually has two independent basic VRP as mentioned by Ropke & Pisinger (2006). An illustration for the first way is shown in Figure 1.

The second scheme is to construct routes in which a vehicle route may consist of a mixture of linehaul and backhaul customers. There is no precedence constraint imposed. The linehaul customers can be visited after backhaul customers or vice versa. In other words, linehaul and
backhaul customers can take any order on a certain route. Figure 2 shows an illustration for the second scheme.

The third scheme is to construct routes in which there is a restriction that the linehaul customers must be visited after the backhauls customers on any route. Therefore, the precedence constraints exist in the third scheme. The illustration for the third scheme is depicted in Figure 3. The third scheme is motivated by some reasons. The first reason is that in practical applications, by the fact, linehaul customers have higher priority. This reason is mentioned by Toth & Vigo, (1999), Crispim & Brandão (2001), Yazgitutuncu et al. (2009), and Irnich et al. (2014). The second reason is related to avoid the difficulty if the second scheme is implemented. By the fact, often vehicles are rear-loaded. Rearranging the loads on the vehicles at the customer locations is not deemed economical or feasible. This reason is stated by Goetschalckx & Jacobs-Blecha (1989), Crispim & Brandão (2001), Yazgitutuncu et al. (2009), Irnich et al. (2014), and (Koç & Laporte, 2018). The last reason is to reduce cost and ecological impacts if the first scheme is applied as mentioned by Brandão (2006) and Koch et al. (2017).

**Figure 1.** Illustration of independent routes for linehaul and backhaul customers

**Figure 2.** Illustration of routes containing linehaul and backhaul customers without precedence constraint
The VRPB has been discussed intensively. Some studies in the VRPB are Goetschalckx & Jacobs-Blecha (1989), Mingozzi et al. (1999), Toth & Vigo (1999), Crispi & Brandão (2005), Brandão (2006), Osman & Wassan (2002), Tavakkoli-Moghaddam et al. (2006), Wassan (2007), Gajpal & Abad (2009), and Zachariadis & Kiranoudis (2012). (Parragh, Doerner, & Hartl, 2008a) and (Parragh, Doerner, & Hartl, 2008b) have surveyed on the VRP including delivery and pickup services. A special survey dedicated for the VRPB is given by Koç & Laporte (2018).

As mentioned before, one of constraints imposed on the VRPB is that backhaul customers must be visited after linehaul customers on a particular route. In some discussions of the VRPB, there is another constraint included, i.e., no route consists of all backhaul customers. This constraint also states that every route consists of at least one linehaul customers. This constraint is mentioned by some author such as Brandão (2006), Ganesh & Narendran (2007), Wassan (2007), Gajpal & Abad (2009), Brandão (2016), Dominguez et al. (2016), and Wassan et al. (2017).

In this paper, the VRPB is combined with two other aspects: time window constraints and multiple trips. This variant is called multi-trip vehicle routing problem with backhauls and time windows (MTVRPBTW).

On the VRPTW, every customer has a time window characterized by a lower bound and an upper bound. The lower bound is defined the earliest time to start the service. If a vehicle arrives at a particular customer before the lower bound, then it must wait. However, there are two different definitions of the upper bound in literature. The first is defined the upper bound as the latest time to start the service (loading or unloading operations). In this case, if there is a service time (loading or unloading times) specified explicitly at a particular customer, then the time to finish the service at a particular customer may exceed the upper bound. Another definition of the upper bound appearing in Calvete et al. (2007) and Ding et al. (2012) is the latest time in which the service (loading or unloading operations) must end. In this case, a service time must be carried out between the lower bound and the upper bound. There are a lot of discussions on the VRPTW. One of reviews on the VRPTW has been provided by (El-Sherbeny, 2010).

The basic VRP assumes that a route is served exactly by one vehicle during the planning period. The VRPMT deals with the VRP where every vehicle is allowed to serve several routes along the planning period. The first study of the VRPMT is done by Fleischmann (1990). If the planning period is long and the vehicle capacity is small, compared to the basic VRP, the VRPMT has an advantage that the number of vehicles used is probably small. The VRPMT uses two different terms: route and tour as mentioned by Brandão & Mercer (1997). A route is defined as a sequence...
of customers visited by a vehicle starting and ending at the depot. A route is also named as a trip. A tour consists of several routes in which it is served by a vehicle. Cattaruzza et al. (2016) call a tour as a journey. Since introduced by Fleischmann (1990), the VRPMT has been investigated by widely. The first survey on the VRPMT is given by Şen & Bülbül (2008) where they focus on the pure VRPM. A more comprehensive survey of the VRPMT was provided by Cattaruzza et al. (2016) in which some mathematical formulations and extensions of the VRPMT are described.

The discussions on the MTVPBTW are very limited. Ong & Suprayogi (2011) discuss the MTVPBTW and proposed a solution approach based on ant colony optimization (ACO). The MTVPBTW addressed is a multi-objective case where the objectives involved are: minimization of the number of vehicles, minimization of the total tour duration time, and minimization of the range of tour duration time. In their problem, service times (loading and unloading times) do not depend on the quantity to be loaded or unloaded. Cahyadi et al. (2015) study the same problem to Ong & Suprayogi (2011) and proposed simulated annealing (SA). No mathematical model is given in Ong & Suprayogi (2011) and Cahyadi et al. (2015). Wassan et al. (2017) is one who discuss the MTVPB. They develop a two-phase variable neighborhood search (VNS).

In this paper, the problem addressed is similar to the work of Ong & Suprayogi (2011) with an exception that the service time depends on the quantities loaded and unloaded both in customers and the depot. Two objectives are considered: minimization of the number of vehicles and minimization of the total tour duration time. The first objective has a higher priority than the second. The two objectives are tackled as a single objective by defining a weighted sum of the number of vehicles and the total tour duration time.

A mixed integer linier programming (MILP) model is formulated in this paper. The MILP model formulated is adapted from Azi et al. (2010). Due to the combinatorial nature of the problem, a metaheuristic approach is developed. In this paper, variable neighborhood descent (VND) is proposed. VND is a deterministic version of variable neighborhood search (VNS) introduced by Mladenović & Hansen (1997). VND is a metaheuristic approach having a way to change the neighborhood structures or local search operator once a local optimum is obtained during the search.

2. PROBLEM DEFINITION AND MATHEMATICAL MODEL
2.1 Problem Definition

The MTVPBTW studied in this paper consists of a set of customer nodes \( \mathcal{C} = \mathcal{L} \cup \mathcal{B} \) where \( \mathcal{L} \) denotes a set of \( l \) linehaul customer nodes and \( \mathcal{B} \) is a set of \( b \) backhaul customer nodes. The VRP has a single depot and it is labeled as number 0. Let \( \mathcal{N} \) be a set of nodes. Thus, \( \mathcal{N} = \mathcal{C} \cup \{0\} = \mathcal{L} \cup \mathcal{B} \cup \{0\} \). Every travel time between between node \( i \in \mathcal{N} \) and node \( j \in \mathcal{N} \) is denoted by \( \tau_{ij} \). An unlimited number of homogeneous vehicles with capacity \( \phi \) is available at the depot. Every linehaul customer \( i \in \mathcal{L} \) is associated with a delivery demand indicated by \( \delta_i \). For every backhaul customers \( i \in \mathcal{B} \) there is a pickup demand labeled by \( \rho_i \). There is a time window associated at every customer \( i \in \mathcal{C} \) where every time window for customer \( i \in \mathcal{C} \) is characterized by an opening time \( \epsilon_i \) and a closing time \( \lambda_i \). A time window is also defined for the depot where \( \epsilon_0 \) and \( \lambda_0 \) indicate the starting time of the planning period. The difference \( \lambda_0 - \epsilon_0 \) actually represents the length of planning period. The unloading time at every customer depends on the quantities of delivery demand to be unloaded. Loading and unloading times per unit are given by \( \gamma \) and \( \varphi \), respectively.

The objective is to minimize a weighted sum of the number of vehicles and the total tour duration time. The definition of tour duration time is taken from Savelsbergh (1992). In this case, every vehicle can depart from the depot on the first route later than time zero. A feasible solution of the VRP has to satisfy the following conditions: (1) all customers are serviced, (2) a tour may consist of one or several routes, (3) a route of every tour begins and ends at the depot, (4) a tour is
served exactly by one vehicle, (5) a customer must be visited exactly once, (6) the time to start the service at every customer and the depot cannot be started prior the opening time, (7) a vehicle must wait at particular customer it arrives before the opening time, (8) the time to complete the service at customers and the depot cannot fall after the closing time, (9) a route may consists of all linehaul customers, all backhaul customers, or a mixture between linehaul and backhaul customers, and (10) the backhaul customers are visited after the linehaul customers if a particular route consists of a mixture between linehaul and backhaul customers.

2.2 Mathematical Model

In this section, a mixed integer linear programming (MILP) model for the MTVRPBTW is formulated. Define \( \mathcal{G} = \{ \mathcal{V}, \mathcal{A} \} \) be a complete graph where \( \mathcal{V} \) is the set of nodes and \( \mathcal{A} \) is the set of arcs. Set of nodes \( \mathcal{V} \) consists of a depot numbered as 0. The linehaul customers and the backhaul customers are labeled by numbers \( \{1, \ldots, l\} \) and numbers \( \{l + 1, \ldots, l + b\} \). A dummy depot denoted by \( l + b + 1 \) is defined. Hence, set of nodes \( \mathcal{V} \) is \( \mathcal{V} = \{0,1,\ldots,l,l+1,\ldots,l+b,l+b+1\} \).

Define \( e_{l+b+1} = e_0, l_{l+b+1} = l_0, d_{l+b+1} = d_0 = 0, p_i = 0 \) \((i = 1,\ldots,l)\), \( d_i = 0 \) \((i = l+1,\ldots,l+b+1)\), \( \tau_{0j} = \tau_{l+b+1,j} \) \((j = 1,\ldots,l,l+1,\ldots,l+b)\), \( \tau_{ij} = \tau_{l,l+b+1} \) \((i = 1,\ldots,l,l+1,\ldots,l+b)\), and \( \tau_{0,0} = \tau_{l+1,0} = 0 \). Based on Azi et al. (2010), a set of routes \( \mathcal{R} = \{1,2,\ldots,r\} \) where \( r \) is the number of routes is defined. The routes served by any vehicle are numbered in an increasing order, that is, a vehicle serves route \( s \in \mathcal{R} \) after route \( r \in \mathcal{R} \) if and only if \( r < s \).

Notations used for the MILP model are as follows:

Sets:

- \( \mathcal{V} \) set of nodes, \( \mathcal{V} = \{0,1,\ldots,l,l+1,\ldots,l+b,l+b+1\} \)
- \( \mathcal{L} \) set of linehaul nodes, \( \mathcal{L} = \{1,\ldots,l\} \)
- \( \mathcal{B} \) set of backhalls nodes, \( \mathcal{B} = \{l+1,\ldots,l+b\} \)
- \( \mathcal{A} \) set of arcs
- \( \mathcal{R} \) set of routes, \( \mathcal{R} = \{1,2,\ldots,r\} \)

Parameters:

- \( w_1 \) weight of the objective minimizing the number of vehicles
- \( w_2 \) weight of the objective minimizing the total tour duration time
- \( \phi \) vehicle capacity
- \( \tau_{ij} \) travel time on arc \((i,j) \in \mathcal{A}\)
- \( d_i \) delivery quantity at node \( i \in \mathcal{V} \)
- \( p_i \) pickup quantity at node \( i \in \mathcal{V} \)
- \( e_i \) opening time for service at node \( i \in \mathcal{V} \)
- \( l_i \) closing time for service at node \( i \in \mathcal{V} \)
- \( \gamma \) loading time per unit
- \( \theta \) unloading time per unit
- \( M \) big positive number

Decision variables:

- \( X_{ijr} \) binary variable where \( X_{ijr} = 0 \) if \((i,j) \in \mathcal{A} \) is served by route \( r \in \mathcal{R} \) and \( X_{ijr} = 0 \) if otherwise (if \( X_{0,n+1,r} = 1 \), then route \( r \) is empty)
- \( Y_{ir} \) binary variable where \( Y_{ir} = 1 \) if node \( i \in \mathcal{V} \) is served by route \( r \in \mathcal{R} \) and \( Y_{ir} = 0 \) if otherwise
- \( Z_{rs} \) binary variable where \( Z_{rs} = 1 \) if route \( r \in \mathcal{R} \) is followed immediately by route \( s \in \mathcal{R} \) and \( Z_{rs} = 0 \) if otherwise
- \( T_{ir} \) arrival time at node \( i \in \mathcal{V} \) on route \( r \in \mathcal{R} \)
- \( L_r \) loading time at the depot for route \( r \in \mathcal{R} \).
Minimize

\[ Z = w_1K + w_2\left(\sum_{r \in \mathcal{R}} (T_{n+1,r} + L_r - T_{0r})\right) \]  

subject to

\[ \sum_{j \in \mathcal{V}: i \neq j} X_{ijr} = Y_{ir}; \quad i \in \mathcal{V}\setminus\{n+1\}, r \in \mathcal{R} \]  

\[ \sum_{r \in \mathcal{R}} Y_{ir} = 1; \quad i \in \mathcal{V}\setminus\{0, l + b + 1\} \]  

\[ \sum_{i \in \mathcal{V}\setminus\{l+b+1\}, i \neq h} X_{ihr} = \sum_{j \in \mathcal{V}\setminus\{0, l + b + 1\}} X_{hjr}; \quad h \in \mathcal{V}\setminus\{0, l + b + 1\}, r \in \mathcal{R} \]  

\[ \sum_{i \in \mathcal{V}\setminus\{0\}} X_{0ir} = 1; \quad r \in \mathcal{R} \]  

\[ \sum_{i \in \mathcal{V}\setminus\{l+b+1\}} X_{l+l+b+1r} = 1; \quad r \in \mathcal{R} \]  

\[ X_{ijr} \in \{0, 1\}; \quad i \in \mathcal{B}, j \in \mathcal{L}, r \in \mathcal{R} \]  

\[ T_{ir} + \varphi d_i + \gamma p_i + \tau_{ij} \leq T_{jr} + M(1 - X_{ijr}); \quad i \in \mathcal{V}\setminus\{l + b + 1\}, j \in \mathcal{V}\setminus\{0\}, i \neq j, r \in \mathcal{R} \]  

\[ T_{0r} + L_r + \tau_{0j} - M(1 - X_{0jr}) \leq T_{jr}; \quad j \in \mathcal{V}\setminus\{0\}, r \in \mathcal{R} \]  

\[ T_{ir} \geq \epsilon_i; \quad i \in \mathcal{V}\setminus\{0, l + b + 1\}, r \in \mathcal{R} \]  

\[ T_{ir} + \varphi d_i + \gamma p_i \leq \lambda_i; \quad i \in \mathcal{V}\setminus\{0, l + b + 1\}, r \in \mathcal{R} \]  

\[ T_{0r} \geq \epsilon_0; \quad r \in \mathcal{R} \]  

\[ T_{0r} + L_r \leq \lambda_0; \quad r \in \mathcal{R} \]  

\[ T_{i+l+b+1r} \geq \epsilon_{i+l+b+1}; \quad r \in \mathcal{R} \]  

\[ T_{i+l+b+1r} \leq \lambda_{i+l+b+1}; \quad r \in \mathcal{R} \]  

\[ L_r = \gamma \sum_{i \in \mathcal{V}\setminus\{l+b+1\}} D_{0ir}; \quad r \in \mathcal{R} \]  

\[ U_r = \varphi \sum_{i \in \mathcal{V}\setminus\{l+b+1\}} P_{n+1,i,r}; \quad r \in \mathcal{R} \]  

\[ T_{n+1r} + U_r \leq T_{0s} + M(1 - Z_{rs}); \quad r \in \mathcal{R}, s \in \mathcal{R}, r < s \]  

\[ T_{n+1r} \geq T_{0s} - M(1 - Z_{rs}); \quad r \in \mathcal{R}, s \in \mathcal{R}, r < s \]  

\[ \sum_{r \in \mathcal{R}} \sum_{s \in \mathcal{R}, r < s} Z_{rs} \geq r' - K \]  

\[ \sum_{r \in \mathcal{R}} Z_{rs} \leq 1; \quad r \in \mathcal{R} \]  

\[ \sum_{r \in \mathcal{R}} Z_{rs} \leq 1; \quad s \in \mathcal{R} \]  

\[ P_{0jr} = 0; \quad j \in \mathcal{V}\setminus\{l + b + 1\}, r \in \mathcal{R} \]  

\[ D_{r+1,r} = 0; \quad i \in \mathcal{V}\setminus\{l + b + 1\}, r \in \mathcal{R} \]  

\[ \sum_{i \in \mathcal{V}\setminus\{l + b + 1\}, i \neq j} \sum_{r \in \mathcal{R}} P_{ijr} - \sum_{i \in \mathcal{V}\setminus\{l + b + 1\}, i \neq j} \sum_{r \in \mathcal{R}} P_{ijr} = p_j; \quad j \in \mathcal{V}\setminus\{0, l + b + 1\} \]  

\[ \sum_{i \in \mathcal{V}\setminus\{l + b + 1\}, i \neq j} \sum_{r \in \mathcal{R}} D_{ijr} - \sum_{i \in \mathcal{V}\setminus\{l + b + 1\}, i \neq j} \sum_{r \in \mathcal{R}} D_{ijr} = d_j; \quad j \in \mathcal{V}\setminus\{0, l + b + 1\} \]  

\[ \sum_{i \in \mathcal{V}\setminus\{0, l + b + 1\}} \sum_{r \in \mathcal{R}} p_{r+l+b+1} = \sum_{i \in \mathcal{V}\setminus\{0, l + b + 1\}} p_i \]  

\[ \sum_{i \in \mathcal{V}\setminus\{0, l + b + 1\}} \sum_{r \in \mathcal{R}} D_{0ir} = \sum_{i \in \mathcal{V}\setminus\{0, l + b + 1\}} d_i \]  

\[ D_{ijr} + P_{ijr} \leq \lambda X_{ijr}; \quad i \in \mathcal{V}\setminus\{l + b + 1\}, j \in \mathcal{V}\setminus\{0\}, i \neq j, r \in \mathcal{R} \]  

\[ X_{ijr} \in \{0, 1\}; \quad i \in \mathcal{V}\setminus\{l + b + 1\}, j \in \mathcal{V}\setminus\{0\}, i \neq j, r \in \mathcal{R} \]  

\[ Y_{ir} \in \{0, 1\}; \quad i \in \mathcal{V}, r \in \mathcal{R} \]  

\[ Z_{rs} \in \{0, 1\}; \quad r \in \mathcal{R}, s \in \mathcal{R}, r < s \]  

\[ T_{ir} \geq 0; \quad i \in \mathcal{V}, r \in \mathcal{R} \]  

\[ D_{ijr} \geq 0; \quad i \in \mathcal{V}, j \in \mathcal{V}, r \in \mathcal{R} \]  

\[ L_r \geq 0; \quad r \in \mathcal{R} \]  

\[ U_r \geq 0; \quad r \in \mathcal{R} \]
The objective function to be minimized is represented in Eq. (1) where it is a weighted sum of the number of vehicles and the total tour duration time. Constraints (2) and (3) guarantee that each customer must be visited exactly once. Constraint (4) ensures that every customer must belong to the same route. Constraints (5) and (6) state that a route must start and end at the depot, respectively. Constraint (7) guarantees that a vehicle cannot travel from a backhaul customer to a linehaul customer. Constraint (8) and (9) define the time to start the service. Constraint (10) and (11) are time window constraints for every customer. Constraints (12)-(15) are time window constraints for the depot. The unloading and loading times at the depot are defined by Constraints (16) and (17), respectively. Constraints (18)-(22) are used to ensure the route sequence. Constraint (23) defines that the pickup load for starting a route at the depot is zero. Similarly, constraint (24) defines that the delivery load for completing a route at the depot also is zero. Constraints (25) and (26) are flow conservation constraints for pickup and delivery loads, respectively. Constraint (27) ensures that the total inflow to the depot is equal to the total pickup demand. Constraint (28) ensures that the total outflow from the depot is equal to the total delivery demand. The vehicle capacity constraint is given in constraint (29). Constraints (30)-(37) are constraints related to decision variable values.

3. SOLUTION APPROACHES
3.1. Solution Representation

This section provides a solution representation of the MTVRPBTW solved using the proposed VND. Let \( t (t = 1, 2, \ldots), r (r = 1, 2, \ldots), \) and \( k (k = 0, 1, \ldots) \) be tour, route, and position indices, respectively. The solution \( \theta \) obtained by the proposed approach includes the following variables to be determined.

\[
egin{align*}
NT & \quad \text{number of tours} \\
NR(t) & \quad \text{number of routes of tour } t \\
NK(t,r) & \quad \text{number of positions on routes } r \text{ of tour } t \\
L(t,r,k) & \quad \text{node (customer and depot) located at position } k \text{ on routes } r \text{ of tour } t \quad \text{(In case of } k = 0 \text{ and } k = NK(t,r), \text{ then } L(t,r,0) = 0 \text{ and } L(t,r,NK(t,k)) = 0 \text{ where they represent the depot)} \\
AT(t,r,k) & \quad \text{arrival time of a vehicle at a node located at position } k \text{ on routes } r \text{ of tour } t \\
ST(t,r,k) & \quad \text{time to start a service for a vehicle at node located at position } k \text{ on routes } r \text{ of tour } t \quad \text{(if } k = 0) \\
DT(t,r,k) & \quad \text{departure time of a vehicle at a node located position } k \text{ on routes } r \text{ of tour } t \quad \text{(It also defines the time to finish a service)} \\
WT(t,r,k) & \quad \text{waiting of vehicle at position } k \text{ on routes } r \text{ of tour } t \\
LT(t,r,k) & \quad \text{loading time at a node located at position } k \text{ on routes } r \text{ of tour } t \\
UT(t,r,k) & \quad \text{unloading time at a node located at position } k \text{ on routes } r \text{ of tour } t \\
DL(t,r) & \quad \text{delivery load on routes } r \text{ of tour } t \\
PL(t,r) & \quad \text{pickup load on routes } r \text{ of tour } t \\
VL(t,r,k) & \quad \text{vehicle load leaving a node located at position } k \text{ on routes } r \text{ of tour } t
\end{align*}
\]

As mentioned before, the MTVRPBTW addressed includes the objective of minimizing the total tour duration time. All information related to arrival times, times to start the service, and
departure times are defined in the latest times. Therefore, $AT(t,r,k)$, $ST(t,r,k)$, and $DT(t,r,k)$ can be viewed as the latest arrival time, the latest time to start the service, and the latest departure time, respectively.

Because a vehicle performs exactly a tour, then the number of vehicles is identical to the number of tours expressed in the following equation:

$$NV = NT$$ (38)

The tour duration time of tour $t$ is given by:

$$TDT(t) = DT(t,NR(t),NK(t,NR(t))) - AT(t,1,0)$$ (39)

The total tour duration time is defined as follows:

$$TTDT = \sum_{t=1}^{NT} TDT(t)$$ (40)

A weighted sum of the number of vehicles and the total tour duration time is given by:

$$Z = \omega_1 \times NV + \omega_2 \times TTDT$$ (41)

### 3.2 Initial Solution

The proposed VND requires an initial solution. The initial solution is obtained by applying the insertion algorithm where it belongs to a family of construction heuristic algorithms.

Steps of the sequential insertion algorithm proposed in this paper are given in Algorithm 1. It begins by constructing a tour having a route with empty customer starting and ending at the depot. Then, a customer from unassigned customers is selected based on a given rule or criterion. The customer chosen is called the seed customer. There are several rules can be used to choose the seed customer. Solomon (1987) proposed two criteria for the VRPTW: (1) the unassigned customer with the farthest distance from the depot and (2) the unassigned customer with the earliest closing time. Suprayogi (2003) and Suprayogi & Imawati (2005) used four rules for the VRPMTTW, i.e., the unassigned customer with the earliest opening time, the unassigned customer with the earliest closing time, the unassigned customer with the shortest length of time window, and the unassigned customer with the farthest distance from the depot. In this proposed solution method, the rule applied is the unassigned customer with the earliest opening time.

After the seed customer is selected, the next step is to attempt for inserting unassigned customers to the current route. If there are feasible insertions regarding to capacity and time window constraints, then an insertion giving the minimum tour completion time is selected. The procedure is repeated until there is no feasible insertion. If it happens, then a temporary route with empty customer starting and ending at the depot for the current tour is constructed. Every unassigned customer is tried to be inserted to this empty route. If there are feasible insertions, then an unassigned customer with the minimum tour completion time is chosen and the procedure proceeds to the similar steps to insert unassigned customers to the current route. If there is no feasible insertion, then the temporary route of the current tour is removed and a new tour with an empty route of the new tour is constructed. Again, the seed customer is selected. The procedure continues until all customers are assigned.
After a complete solution (tour and schedule plan) is obtained, in order to determine the latest arrival times, the latest time to start the service, and the latest departure times, a backward procedure is applied. The objective function value is determined.

**Algorithm 1**
1. Set $t = 1$ and $NT = 1$.
2. Set $r = 1$ and $NR(t) = 1$.
3. Select $i \in UC$ as a seed customer. Let $i^*$ be the seed customer.
4. Set $L(t, r, 0) = 0$, $L(t, r, 1) = i^*$, $NK(t, r) = 2$, $L(t, r, NK(t, r)) = 0$, and $UC = UC\{i^*\}$.
5. If $UC = \emptyset$, go to step 14.
6. Try to select $i \in UC$ and insert to positions from $k = 1$ to $k = NK(t, r)$.
7. If there are feasible insertions, go to step 8. Otherwise, go to step 9.
8. Select customer $i^*$ and insertion position $k^*$ giving the minimum completion time. Set $L(t, r, k^*) = i^*$, and $NK(t, r) = NK(t, r) + 1$. Update $L(t, r, k)$ for other $k$ and set $UC = UC\{i^*\}$. Back to step 5.
9. Set $r = r + 1$ and $NR(t) = NR(t) + 1$.
10. Try to set $L(t, r, 1) = i$ for $i \in UC$.
11. If there are feasible customers, then go to step 12. Otherwise, go to step 13.
12. Select customer $i^*$ giving the minimum completion time. Set $L(t, r, 1) = i^*$, $NK(t, r) = NK(t, r) + 1$, and set $UC = UC\{i^*\}$. Back to step 5.
13. Set $r = r - 1$ and $NR(t) = NR(t) - 1$. Set $t = t + 1$. Back to step 2.
14. Perform a backward procedure.
15. Calculate an objective function value.

### 3.3 Neighborhood Structures

There are five neighborhood structures used in the proposed VND: inter-tour relocation, intra-tour relocation, inter-tour exchange, intra-tour exchange, and cross. Every neighborhood structure is briefly described as follows.

*Inter-tour relocation.* This neighborhood structure relocates one customer from a position tour to another tour. This neighborhood structure can be applied outside existing routes. This neighborhood structure is capable to reduce routes and tours.

*Intra-tour relocation.* This neighborhood structure relocates one customer from a tour to another route on the same tour.

*Inter-tour exchange.* This neighborhood structure exchanges one customer from a tour with one customer on another tour.

*Intra-tour exchange.* This neighborhood structure exchanges one customer from a tour with one customer on the same tour.

*Crossover.* This neighborhood structure divides two tours into two parts and exchange the tails of the respective tours. This neighborhood structure is also capable to reduce routes and tours.

### 3.4 Variable Neighborhood Descent
The proposed VND is given in Algorithm 2. VND starts by generating the initial solution using the sequential insertion algorithm given in step 1. The improvement phase is given in the rest steps. The best improvement strategy is used in every neighborhood structure. VND terminates if there is no improvement for the current best solution.

Algorithm 2
1. Generate an initial solution $\theta^0$ using the sequential insertion algorithm.
2. $\theta' = \theta^0$ and $f(\theta') = f(\theta^0)$
3. $\theta^* = \theta^0$ and $f(\theta^*) = f(\theta^0)$
4. $BL = f(\theta')$
5. $BG = f(\theta^*)$
6. $\theta'' = \theta'$
7. $h = 1$
8. $LocalImproved = False$
9. Do
10. Set $Improved = False$
11. Do
12. Generate $\theta$ from $\theta''$ using a move of neighborhood structure $h$.
13. If $\theta$ is feasible Then
14. If $f(\theta) < BL$ Then
15. $BL = f(\theta)$
16. $\theta' = \theta$
17. $Improved = True$
18. End If
19. End If
20. Loop Until all moves of neighborhood structure $h$ are explored.
21. Loop Until $Improved = False$
22. If $BL < BG$ Then
23. $\theta^* = \theta'$
24. $LocalImprove = True$
25. End If
26. If $LocalImprove = True$ Then
27. $h = 1$
28. Else
29. $h \leftarrow h + 1$
30. End If
31. Loop Until $h > h_{max}$

4. NUMERICAL EXPERIMENTS
4.1 Instances
The proposed VND is coded using Visual Basic 6 and run on a PC with Intel® Core™ i7-3770s CPU @ 3.10GHz processor, RAM 8GB memory, and Windows 8.1 64-bit operating system.

In order to assess the proposed VND, a set of instances are generated. The instances are classified based on the following characteristics: number of customers, vehicle capacity, customer location, and composition of narrow and wide time windows.

According to the number of customers, there are two groups of the instances, i.e., instances with 20 and 50 customers. Based on the customer location, instances are divided into three groups inspired from (Solomon, 1987), i.e., clustered, randomized, and mixed instances. For every clustered
instance, there are five cluster locations where coordinates \((x, y)\) of customer locations for clusters 1 to 5 are generated randomly as follows: cluster 1 \((0, 0)\) to \((0, 50)\), cluster 2 \((550, 0)\) to \((600, 50)\), cluster 3 \((0, 550)\) to \((50, 600)\), cluster 4 \((550, 550)\) to \((600, 600)\), and cluster 5 \((275, 275)\) to \((325, 325)\). For the randomized instances, coordinates for customer locations are generated randomly ranging from \((0, 0)\) to \((600, 600)\). In every mixed instance, the composition of clustered and randomized locations is 50%-50%. The instances are divided into three groups depending on the composition of customers with narrow and wide time windows, i.e., group 1 (narrow = 100%, wide = 0%), group 2 (narrow = 50%, wide = 50%), and group 3 (narrow = 0% and wide = 100%). The narrow time windows are set randomly from 1 to 30, while the wide time windows are generated randomly ranging from 100 to 600.

Table 1 shows characteristics for the instances. For every instance, the coordinate of depot location is \((300, 300)\). Additional data required are: loading time per unit \(\gamma = 1\), unloading time per unit \(\gamma = 1\), cost per vehicle \(c_1 = 10000\), and cost per time unit \(c_2 = 1\). Every distance between two nodes is an Euclidean distance. To convert the distance data into the travel time data, a conversion factor is given where it can be interpreted as the vehicle speed. The conversion factor \(\sigma\) is set as 10. Vehicle capacity \(\phi\) is set as 20.

Table 1. Instances

<table>
<thead>
<tr>
<th>Number of customers</th>
<th>Vehicle capacity</th>
<th>Customer location</th>
<th>Composition of narrow (N) and wide (W) time windows</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>N = 100% W = 0% N = 50% W = 50% N = 0% W = 100%</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>Clustered</td>
<td>C-020-1 C-020-1 C-020-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Randomized</td>
<td>R-020-1 R-020-1 R-020-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mixed</td>
<td>M-020-1 M-020-1 M-020-3</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>Clustered</td>
<td>C-050-1 C-050-2 C-050-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Randomized</td>
<td>R-050-1 R-050-2 R-050-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mixed</td>
<td>M-050-1 M-050-2 M-050-3</td>
</tr>
</tbody>
</table>

4.2 Results

VND depends on the order of neighborhood structures applied. Based on the order of neighborhood structures, there are two schemes of VND developed, called VND-1 and VND-2. VND has the following order: (1) inter-tour relocation, (2) crossover, (3) inter-tour exchange, (4) intra-tour relocation, and (5) intra-tour exchange. VND-2 applies the following order of neighborhood structures: (1) intra-tour exchange, (2) intra-tour relocation, (3) inter-tour exchange, (4) crossover, and (5) inter-tour relocation. Both VND-1 and VND-2 use the earliest closing time to select the seed customer in the sequential insertion algorithm.

Table 2 show computational results. Columns OFV and CT indicate the objective function value and the computation time, respectively. Based on the paired t-test, there is no significant difference between VND-1 and VND-2 in terms of the objective function. But, in terms of the computation time, VND-1 is faster than VND-2.
Table 2. Results

<table>
<thead>
<tr>
<th>Instance</th>
<th>VND-1 OFV</th>
<th>CT (Sec.)</th>
<th>VND-2 OFV</th>
<th>CT (Sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-020-1</td>
<td>41477.44</td>
<td>4.01</td>
<td>41579.77</td>
<td>2.26</td>
</tr>
<tr>
<td>C-020-2</td>
<td>41071.60</td>
<td>3.18</td>
<td>31038.55</td>
<td>5.84</td>
</tr>
<tr>
<td>C-020-3</td>
<td>30810.03</td>
<td>2.22</td>
<td>30719.67</td>
<td>4.38</td>
</tr>
<tr>
<td>R-020-1</td>
<td>51410.35</td>
<td>3.32</td>
<td>51410.35</td>
<td>4.17</td>
</tr>
<tr>
<td>R-020-2</td>
<td>40931.00</td>
<td>3.51</td>
<td>40917.94</td>
<td>2.92</td>
</tr>
<tr>
<td>R-020-3</td>
<td>20651.70</td>
<td>6.28</td>
<td>20739.19</td>
<td>2.01</td>
</tr>
<tr>
<td>M-020-1</td>
<td>41406.45</td>
<td>3.15</td>
<td>41415.05</td>
<td>3.37</td>
</tr>
<tr>
<td>M-020-2</td>
<td>40957.97</td>
<td>3.69</td>
<td>30970.46</td>
<td>5.20</td>
</tr>
<tr>
<td>M-020-3</td>
<td>30763.24</td>
<td>2.36</td>
<td>30751.34</td>
<td>3.40</td>
</tr>
<tr>
<td>C-050-1</td>
<td>92913.48</td>
<td>50.41</td>
<td>92861.50</td>
<td>90.06</td>
</tr>
<tr>
<td>C-050-2</td>
<td>72408.94</td>
<td>35.94</td>
<td>82302.94</td>
<td>56.82</td>
</tr>
<tr>
<td>C-050-3</td>
<td>41335.20</td>
<td>49.09</td>
<td>41409.87</td>
<td>32.62</td>
</tr>
<tr>
<td>R-050-1</td>
<td>72578.74</td>
<td>47.14</td>
<td>82732.60</td>
<td>84.07</td>
</tr>
<tr>
<td>R-050-2</td>
<td>72075.35</td>
<td>46.18</td>
<td>62120.14</td>
<td>66.24</td>
</tr>
<tr>
<td>R-050-3</td>
<td>41334.43</td>
<td>43.68</td>
<td>41357.09</td>
<td>39.83</td>
</tr>
<tr>
<td>M-050-1</td>
<td>82947.04</td>
<td>41.80</td>
<td>92724.71</td>
<td>97.48</td>
</tr>
<tr>
<td>M-050-2</td>
<td>72444.12</td>
<td>32.07</td>
<td>92072.20</td>
<td>79.15</td>
</tr>
<tr>
<td>M-050-3</td>
<td>41311.98</td>
<td>46.15</td>
<td>41300.32</td>
<td>63.09</td>
</tr>
</tbody>
</table>

5. CONCLUSIONS

This paper has presented an extension of the basic vehicle routing problem (VRP) called the multi-trip vehicle routing problem with backhauls and time windows (MTVRPBTW). Service-dependent times are considered in the problem. The MTVRPBTW presented deals with the problem of determining a solution minimizing a weighted sum of the number of vehicles and the total tour duration time. A mixed integer linear programming (MILP) model has been formulated to represent the problem. A solution approach based on variable neighborhood search (VND) has been proposed.
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